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Abstract—Acoustic signals are shown to be very informative arely used in the industry for this purpose.
for a wide variety of applications; however, they are highly As informative as acoustic recordings may be, the fact that

susceptible to the surrounding noise. This paper proposes a new they are easily affected by disturbances can greatly influence
algorithm which uses cepstral coefficient extracted from acoustic the quality of useful information than can be obtained from
recordings in order to detect whether the useful acoustic signal is {nem. For that reason it is very important to be able to detect

contaminated with noise. Apart from noise detection, this . . g L .
algorithm also performs noise classification if the contamination whether the noise is dominant in the acoustic signal and, if so,

is indeed present. The algorithm used for this purpose is a What type of noise is in question. This would not only extend

clustering scheme based on support vector machines and thethe applicability of acoustic signals to real industrial

performance of the algorithm is tested on nominal recordings environment, but it would also improve the robustness of the

taken from fan mills in thermal power plants in Serbia. The existing algorithms based on sound recordings.

contamination has been performed using four different types of |, this paper an algorithm is proposed for noise detection in

noise, and the algorithm has been tested for different values of L e . o
acoustic signals, as well as classification of noise if it is

signal-to-noise fatio. detected. Since the authors see the main application of this
Index Terms—Acoustic signals, support vector machines, noise fesearch in the area of predictive maintenance in the industry,
detection and isolation, cepstral coefficients, pattern recognition. the nominal informative sound used for the experiments is the
sound of fan mills in thermal power plant Kostolac Al in
Serbia. One of four different types of contamination are added
I. INTRODUCTION to this signal so to artificially pollute it for the purpose of

IN recent years there has been a rapid growth of intelligelgSting the algorithm. These contaminations are: the sound of
systems, from predictive maintenance applications in tfgetallic bell ringing, th(_e sound of coins being mixed toge_ther,
industry to smart buildings and internet-of-thingéhe sound of paper being torn and the sound of crumbling of

technologies. This trend to collect a wide variety of data fdf€ Paper. .
the purpose of monitoring, estimation, control, or simply Dué to the fact that support vector machine (SVM) has

statistical analysis requires a careful choice of sensors diently been successfully implemented in a number of audio
types of recorded signals. classification tasks [3] it has been used in this paper for both
Acoustic signals present a crucial element in modefiPise detection and noise classification purposes. In its nature
intelligent systems due to their versatility and the tendency ®YM classifies data not by estimating conditional densities,
easily absorb a wide variety of different information. On&ut by creating boundaries between classes, so it requires less
example of this is the problem of scene analysis which glata to perform accurate classification. Since SVM is a binary
usually tackled using acoustic event classification algorithnf@ssifier, a strategy has been proposed to extend it to a
[1]. Another use for acoustic signals can be found in industriglulticlass problem by modifying a standard tree structure [4]
predictive maintenance area of research. It has been shav@nPoth noise detection and four class classification can be

that acoustic signals can be as informative as the dominarfigducted. . .
used vibration signals when it comes to fault detection and!n this research the standard acoustic detection features are

state estimation of rotating machines [2]. In some cas€g0Sen for pattern recognition: 14 mel-frequency cepstral
acoustic signals can even detect a fault much sooner, but §ggfficients (MFCCs) plus the energy of the frame [5]. Since
to their high susceptibility to the surrounding noise they atB€ contaminations are artificially added to the nominal sound,
the signal-to-noise ratio (SNR) can be controlled, and the
algorithm has been tested for different intensity of
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[l. ACOUSTICSIGNALS AND FEATURE EXTRACTION

Ill.  SUPPORTVECTORMACHINE

The main purpose of this research is to make aicoust The SVM is a pattern recognition algorithm whiclivem

signals more useful in an industrial environment $tate
estimation and noise detection. For that reasomtsinal,
informative signal which is recorded is the souidhe fan
mill in thermal power plant Kostolac Al in Serbiatained
while the coal grinding subsystem is in operatidrhe
measurement is carefully taken in nominal surroogsiiwhen
there is no nonstationary noise in the subsystéis Signal is
artificially polluted with one of four different pes of
acoustic signals noise: the sound of bells ringihg,sound of
coins, the sound of tearing and the sound of crimgpbf

an n-dimensional training vector; € R™ of two separable
classes, constructs a hyperplamex + b = 0 to separate the
training data [7]. Herew is the vector normal to the
hyperplaneH, (Fig. 2) andb determines the offset &f, from
the origin. There are many possible solutions te finoblem
and the goal is to find the decision hyperplaig which
maximizes the distance between the adopted hyper@ad
the nearest points of each class. The choic#oftherefore
depends only on the vectors closest to the two ripjaeesH,
and H_; which are parallel to the decision hyperplane.sehe

paper. These sounds have been obtained from the FRWgre called the support vectors.

database [6]. The goal, therefore, is to detectthether the
measurement from the mill is noisy or whether if lieen
polluted, and if the noise is detected to clasgifych of four

types of noise is in question. The experiment hagnb

repeated for different SNR values. An example oé th

frequency domain characteristic of nominal and yaignal

when SNR is 10dB is given in Fig 1. The PSD estémat

indicates the different properties of the signal different
frequencies,
pronounced depending on SNR (the larger the r#im,less
pronounced the noise is).

In order to reduce the computational complexity, thé
excess information has been reduced in the prepsoae part
of the algorithm. All the signals have been dowmpgked to
8kHz and divided into frames the length of which1i28
samples, with an overlap of 50%. Nominal mill retings
have been separated into 5 parts. One part hasuseerin its
original form, and the other four parts have beetuped,
each with a different type of noise. The featuressidered in
this research are 14 mel-cepstral coefficients agagpusing
20 mel-scaled spectral bands, with frame energgédd the
set. Since the number of characteristic signathéndatabase
is scarce, there are 111 frames contaminated aith &/pe of
noise and there are 444 frames which are not contaeal.
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Fig. 1. Power spectral density of useful signet@rded near the mill while it
is in operation) and one type of noise (the soufidbell ringing) for
SNR=10dB.

but this distinction can be more ossle

Fig. 2. Two class linear classification using hygdanes with optimal
separating hyperplane and support vectdig. presents the separating
hyperplane H, andH_, are parallel to it and gray points of each clags a
called the support vectors.

If there is a set of training daté = {x;, ..., x,,}, where
x; € R™, and a set of corresponding clas&es {y,, ..., Vin},
wherey; € {1,—1}, finding the SVM separating hyperplane
can be stated by the following optimization probiem

inimize ~ o2
minimize 2 w , (1)

subject to y;(wx; + b) = 1.

This optimization problem is solved by determinitige
saddle point of the Lagrange functional using nucaér
calculations:
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When the classes are not separable, slack variablede

introduced & >0 which present a measure of



misclassification error for each training vectohid slightly
modifies optimization problem from Eq. (1):

m
1
minimize (EIIwII2 + CZ Ei)!
=1

subject to y;(w'x; + b) =1 - ¢,

©)

are several methods used in the literature, the cmamon

of which areone against all andone against one strategies. In
this paper a mixture of the two is used since theblpm
which is tackled has to do with both detection and
classification. The binary tree structure is showirig. 3 and

it classifies patterns into 5 categories. First S¥égts whether
the noise has occurred or not. The second clas#fiesed if
the contamination is detected and it tests whethemnoise is

whereC is a pOSitiVe constant which controls the extent imeta| (be” and Coin) or paper (tear and Crump[E))riigin_

which slack variables are penalized.
Apart from linear classification,

After that, depending on classification resultsg tiird or

SVM can conductfoyrth SVM is used to determine which exact noisein

nonlinear discrimination by mapping data onto highe question. This way the number of binary classifisreeduced
dimensional space, so that the classes becom%bdmaThls and the a|gorithm examines a maximum of three Sn]ppo

is done by kernel mapping. The two kernel functiovisch
are most often used are radial basis function (RBF)

2
X; — Xj
K (x;,x;) = exp (— %) (4)
and polynomial function:
K(xi, x]) = (xi . xj)d (5)

It has been mentioned previously that the SVM Breary
classifier. However, there are many cases in wtticis
technique has been used for multiple-class probléhsre

SVvMm1
noise
detection
SVM2
noise free corrupted
samples samples
SVM3 SVV4
bell or crumple

coin or tear

bell coin tear crumple
Fig. 3.

vector machines in each step.

IV. RESULTS

Since there are two different tasks the decisiee in Fig. 3
needs to conduct the testing of the algorithm reentglone in
two parts. First, the ability of the algorithm tetdct the noise
is examined and then its ability to classify it.

A. Noise detection

In Fig. 3 only SVML1 is in charge of noise detectidimere
are 888 frames in total and one third of them heentused to
train this SVM, while the others are used to tedResults for
SNR=10dB are shown in Table | in a form of confasio
matrix. The number of false alarms (samples whikh reot
polluted with noise but were classified as contated) is
quite high: 23%. However, since the main reason of
implementing this sort of noise detection procedui® to
enhance the robustness of the algorithms whichaasestic
signals for information gathering, this high falakarm rate
can be tolerated as long as the polluted frameslassified as
contaminated. This is indeed the case since theseahis
detection rate (the number of contaminated sigalassified
as uncontaminated) is only 2%. These results sina the
proposed algorithm is quite rigorous towards coimabed
frames.

TABLE |
CONFUSION MATRIX FOR CONTAMINATION DETECTION FORSNR=1®B

Classified ag
contaminated

Classified as
uncontaminated

Uncontaminatec

77% 23%
samples

Contaminated 204 98%
samples

Figure 4 shows the change in false alarm and missed
detection rate as the signal-to-noise ratio changes low
values of SNR the noise is much more pronounceditaisd
easier to detect it. As long as SNR is below 5di&cen rate
of the algorithm is 100%, albeit on account of higlse alarm
rate. When SNR rises above 20dB both false alargh an

Binary classification tree for fault noistetection and noise missed detection rates are quite high showingttiehoise is

classification. There are 4 binary classifiers &mbssible classes of objects. gt g0 pronounced and the algorithm will struggledetect it.



This, as well, is not very problematic becausentbise of low
intensity will probably not significantly pollute hée
informative part of the acoustic signal and latégnal
processing applications will still be able to méake correct
decisions.
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Fig. 4. False alarm rate and missed detectiorasatefunction of SNR.

B. Noise classification

decreases for all types of noise. This is an exgecesult
because high value of SNR indicates that noisesiig weak,
and all the characteristic elements of differeqtety of noise
are not very distinct. It might be possible to imye upon
these results by extracting different features fitbim signal,
but only up to a point.
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Fig. 5. Noise classification accuracy as a fumctbSNR.

The second part of the algorithm deals with noise

classification. There are 111 frames contaminatét each
type of noise. In Fig 3. SVM2 is in charge of seieng metal
based noise (bell and coin) from the paper baséskr(tear

V. CONCLUSION
In this paper a new algorithm for noise detectiord a

and crumple). One half of all the contaminated fearis used classification has been presented. This algoritts®msumel-
for training this classifier. SVM2 and SVM3 are dséo frequency cepstral coefficients as features aniharyptree of
differentiate between the noise caused by bell@n @and SVM classifiers for pattern recognition. The alffom has
between noise caused by tear and crumble of therpapbeen tested on real signals recorded in thermalepghant
respectively. There are 222 frames used for trgirimd Kostolac Al in Serbia which have been artificigliylluted by
testing of each of the classifiers (50% for trajnand 50% for four different types of noise using different sit@noise
testing). Table Il shows the confusion matrix fooige ratios.
classification with  SNR=10dB. Bell and coin noisese The goal of this algorithm is to expand the usettod
classified with higher accuracy than paper-sourceises acoustic signals for information gathering in inifias
(tear and crumble) and the reason for that mighthla¢ the surroundings and to enhance the robustness of irexist
paper-sourced noises have similar energy distobutiso algorithms by ensuring the use of noise free measents in
cepstral coefficient might not be the best choitdeature decision making process. While noise detection pérthe
vectors. algorithm can be wuseful for predictive maintenance
applications, the part of the algorithm which pod®s
classification of noise is important for statisticnalysis,
information gathering or event classification pehk.

The results have shown that noise detection algariis

TABLE Il
NOISE CLASSIFICATION CONFUSION MATRIX FOFSNR=1®mB

% Bell Coin Tear Crumple quite rigorous in detecting contamination (which is
Bell 9C 8 1 1 characterized by a very low missed detection ratk ligher
Coin 0 95 0 5 false alarm rate). This is indeed very importamtdoccessful
Tear 1 10 83 6 implementation in an industrial environment. Noise
Crumple| 0 21 5 74 classification results vary, and for lower valuésSiR metal

based noises (ringing of bell and mixing of coias) detected
with very high accuracy. Paper based noises (tgaaind
crumpling of paper) are classified with less suscis all
SNR values. This can be due to the fact that thergsn
distribution of paper based noises is more sintan that of
metal based ones.

Because of the limited number of specific signalRWCP
database, the training and testing sets are ngtlaege and,

Figure 5 shows noise classification accuracy asnation
of signal-to-noise ratio. Again, bell and coin hawehigher
classification rate for almost all the values of’SM\Iso, there
is no distinct trend which indicates how the clisation ratio
changes as the SNR changes. What is evident i&thehat
for very high values of SNR the accuracy of detmcti



for further research, more experiments should Imelgcted to
record the noise signals and expand the databals®m, A
classification results indicate that the choicefeaftures may
not be optimal for noise classification even thoitghas been
shown that it is quite informative for noise detewst Further
research on this subject will include more experitaewith
different feature sets, and different combinatiofdeatures
for each classifier.
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