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COMPARISON OF CONTIGUOUS AND DISTRIBUTED FRAME SYNCHRONIZ ATION
SEQUENCES USING STATISTICAL BIFIX APPROACH

Cedomir Stefanovi, Dragana Ba§i, Faculty of Technical Sciences, University of Nad S

Abstract — Short introduction to statistical bifix approach with non-equiprobable symbols. Section 3 briefly
used to evaluate the expected duration of the be&wc recapitulates the best-known contiguous and digib
frame synchronization sequence is presented. Cgntoathe sequences. In section 4 comparisons between these
previous contributions, this is a general case whesynchronization sequences are made, based on festes
synchronization symbols are not equiprobable. Basethis, duration of the search process. Results are conechearid

a comparison between some best-known contiguous a@hcluding remarks are given in section 5.

distributed sequences is made. 2. GENERALIZED STATISTICAL BIFIX APPROACH

1. INTRODUCTION Let us consider (instead of one synchronizatioueege) a
et of synchronization sequences that are all dersil valid
y the receiver. For instance, this pertains todhase when

the synchronization between transmitter and receive recever toIerat_es Errors In the synchromzqﬂaqueece due
to the transmission. Another example is the usafie o

veral levels. In thi r nchronization m . S
several levels this paper, synchronization e rame distributed  synchronization  sequences, when the

level is considered, which is needed for the proper N X
interpretation of received data, Synchronization symbols together with random dgtab®ls

comprise the whole set of sequences. We will detiaeset
Frame synchronization is accomplished by regulasf M allowed synchronization sequences {lpy){,pz,...,pm}.

insertion of so-called synchronization sequencetépd in || sequercesare of lergth N.

data stream. First methods dealt with the contiguou

sequences ([1], [2], [3], and [4]), while receniiyeresting Next we introduce the cross-bifices Sequences p, ard p,

approach based on distributed sequences was ioeddn  hawe cross-bifix of mrth order, if the laz m symbols of

[5]. sequerce p, ard firss m symbols of sequerce p, are

Generally, both approaches seek for the synchrboira jgertical We derote this by cross bifix indicaor h™ =1. If
sequences that have optimum properties in ternapefiodic :

correlation of the sequence with the shifted versiditself. Previous statement does not hold, then h™ =0. By defaullt,
The basic idea is that a sequence should have al am h® =1, ™ =0 and ™ =1 for 1<i,j <M .

possible correlation “sidelobes” (values of coriiela for " : '

non-zero shifts). It can be easily shown that scehdition Receiver makes the first test, i.e. determines whether one
minimizes the probability of false interpretatiorf the of the synchronization sequences is received, upon the
received data as a synchronization sequence [6]. reception of the first N symbols. If thisis not the case, last N-

Another criterion by which the comparison of1 symbols together with the next received symbol are

duration of the search for synchronization sequeirce )

received data. From one point of view, this timewti be as  In [8] is shown that probability that k-th test is successful
short as possible, which relates to the situatidrerwthe s

receiver is in the mode of acquisition of synchration. W w e

From another point of view, the longer expectedatian of Pr{k} :zz (hV;N_mu) G ™Y _pom g™ )Pr{k—m} (1)
search process means the smaller probability ofdewt ! ! ! !

appearance of the same sequence between two periodi

insertions of synchronization pattern. In [7] theatistical Where Pr{k} denotes the probability that k-th test is

bifix approach was introduced that dealt with expdc gjccessful, h™ is a cross-bifix of meth order, and r ™ is
duration of search process. Here was shown that, fo ’ :

contiguous sequences with equiprobable symbols, tREPPability of last m symbols of the sequence p, . It can be
expected duration of the search process depends shown that Pr{k} is a probability density function. Based on
probability of synchronization sequence seen adamndata (1), the expected duration of the search process (expected
and its structure — the bifices. (The sequencetti@difix of ~ search time) can be evaluated as:

i-th order, if its firsti and lasti symbols are the same, i.e. y M

they are both prefix and suffix of the sequence).isl E{k} :-r:1_|\|+[|:>r{]}]‘1z:s.lZ:Cij 2
interesting to notice that, in contrast to sequenwéth el

bifices, bifix-free sequences have better corretati
properties, while they also have shorter expeatadch time.

It is a well-known fact that one the fundamentaf)
requirements in digital communication systems is¢bieve

j=1 =1 m=1

where Pr{1} is the probability that the first test is successful,

™ while the parameters S are

The organization of this paper is as follows. Secte  C{k} :Zhﬁwﬂ) t ‘
gives a short introduction to the generalizatiorstattistical =

bifix approach, both for contiguous and distribusedjuences €valuated using following set of equations:
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AB =0 3)
where S=[Sl,Sz,...,SM], and A is aM xM matrix with
coefficientsA, =C, [ﬁrl(“)]'1 -C,a EﬁriiT) C1gijsMm.
Variance of the search time is:
o’ =Bk’ -E*{K (4)

therefore, we need second moment, which is:
M
EK}=1-2INT-N+[Pr}' D T T +WE)  (5)

where T, =E{k, } is the expected search time foth

M N
sequenceW, = ZWu and W, = Z(Zm_l) 3 v
i=1 m=1

E{k} =1- N +L (15)

o?=(1-2N)I +* (16)

where | is the number of synchronization symbols
distributed sequence.

3. COMPARED SEQUENCES
3.1 CONTIGUOUS SEQUENCES

First discovered contiguous sequences with proptdy
maximum correlation sidelobe is equal to unity wBagker
sequences [1]. Here, the influence of the adjadaia
symbols when calculating the correlation was negtbcOn
the other hand, Willard [2] regarded the data sysbbhere
are several other authors that also contributed
synchronization sequences constructed using
reasoning (refer to Lindner, Jones, Maury and Styfeirryn).

n

similar

and T, is obtained solving the following set of linear . .
! g g Tables 1 and 2 list aforementioned sequences lgngth
equations: 15
T — T -
ADT =B (6) N [ Barker Willard Turyn
. . 11101 1101 -
whereT is vector of expected search tinfes [Tl,Tz,...,TM ] Z 0 010
B is also vector withM elements,B =[Bl,BZ,...,BM] and 7 1 1110010 0101010 1011000
M 8 |- 00100111
— (OO} i (Ol i
B ‘ZO-5EQV\/1,i+1 g -w, e[ s, 1<ism 9 | 110110011 000100111
= 10 | - 0000111011 -
For the contiguous sequence case, formulae (2))rare 11 | 11100010010 00010010111 10110111000
reduced to: 12 | - 000101101011 -
13 | 1111100110101 | 0000011010111 1111100110101
N
i} 14 | - 00000110100111 | 11111001100101
—-1— + (N-m+1)
Bk} =1-N Z;h O @) 15 000001011100111 111110011010110

N (m-1)
o” = (E{k} - N){E{K} + N -1)+ 2D mh®™ Ef—rm) )
m=1
which is for equiprobable symbols further simplifie

N
E{ k} - 1_ N + 2 h(N—m+1} ELN—m+1 (9)

o = (E{k} - N)E{Kk} + N -1)+2 DZN: mCh™™ 0™ (10)

m=1

wherelL is the cardinality of the symbol-set. If sequeige
bifix free, we have:

E{k} =1- N + [Pr{1}]" (11)

o? = (1-2N)gPry|* +[Priy]? (12)
and, for equiprobable symbols, finally:

E{K} =1- N +L" (13)

o?=(1-2N)0" + 1 (14)

Obtained with different, but similar reasoning, tradidity
of equations (9) and (13) is also proven in [7].

It is easily shown that for set of sequences whighcross-
bifix-free, equations (11) and (12) also hold, whibr the
equiprobable symbols we have:
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Table 1Barker, Willard and Turyn sequences

N Jones Maury-Styles

5 00101 -

6 001011 -

7 0001011 1011000

8 00011011 10111000

9 000100111 101110000

10 0000111011 1101110000

11 00010010111 10110111000

12 000011010111 110101100000
13 0000011010111 1110101100000
14 00000101100111 11100110100000
15 000001011100111 111110001010000

Table 2Jones and Maury-Styles sequences
3.2 DISTRIBUTED SEQUENCES

Distributed sequences are presented in [5]. Héee data
symbols are interspersed with synchronization sysbo
(which are quite naturally placed at fixed positidn frame).
Similarly to contiguous sequences, distributed sagas are
optimized to have smallest possible correlatiorlsides. An
interesting result obtained here is that, for thame number
of synchronization symbols, distributed sequenceseh
smaller correlation sidelobes when data symbolstaken
into consideration. The drawback is that the lergftithe of
the distributed sequence (i.e. the length of then&) depends
on the number of synchronization symbols. For imsta for
binary sequences, frame length is upper-bounded by:



nl

h,>h-1

(8)

length, where parametéris the number of synchronization
symbols. Figure 4 gives the variance search timetHese

where n and n, are the number of synchronization symbolsequences.
equal to 1 and O respectively, amds the frame length ([5]).

Table 3 gives distributed sequences of maximumttefoy

a given number of synchronization symbols up tg¢[3}.

Finally, figure 5 and 6 show the comparison betwdames
sequences (taken as the representative of thegoons
sequences) and distributed sequences of maximugthlen

1020

N || sequence

7 5 1110xx0

10| 6 1110xx0xx0

13| 7 111xx0xxx0x10

17 | 8 111xx0xxx0xxx0x10

20| 9 111xx0xxx0xxx0x10xx0

24 |1 10 11xxxx110xX0xx1xxxx0x0x0

28 | 11 11 21XXOXOXXXXOXXXXOXXXXXX0110

32| 12 111XXOXOXOXXXXOXXXXOXXXXXXXX0110

37| 13 111XXOXOXOXXXXOXXXXOXXXXOXXXXXXXX0110

43 | 14 L IXXXXLIXOXXXXXXXXXOXXXOXXXO0XX0XXX1XXx10X0X0
46 | 15 1T IXXXIXXXXIXXOXXXXXXXOXXXXXXXOXXXX0X 101 1X08X

Table 3Distributed sequences

Finally, it should be noted that each sequence ioveed

here actually represents four sequences with icanti

correlation properties — the first is the origirsdquence
itself, the second is obtained by substitutingwith 0-s and
inverse in the first one, and remaining two aret jise-
inversion of the first two.

4. COMPARISON RESULTS

Since the all enlisted sequences are bifix free enods-
bifix-free respectively, comparisons are made usimmulae
(11) and (12).

First we considered contiguous sequences. Expseiath
time and search time variance for sequences ofl égpgth
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Figure 2Variance of search time for Jones sequences
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behaves identically for all of them, which can basily
observed through formula (11). Namely, since thiusaces
are bifix free (optimized to minimize correlatioidalobes),

number of 1-s and number 0-s are as close as possihll
sequences. Typical graph that plots expected sdianeh(T)

Figure 3Expected search time for distributed sequences
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vs. symbol probability — probability that a synchronization

bit takes value 1) is given on figure 1 for Joneguences of

various lengths (paramety.
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Figure 1Expected search time for Jones sequences

Figure 2 gives the variance of search time for done

sequences.

In figure 3 is depicted the expected search timesysbo
probability for various distributed sequences of ximel
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Figure 4Variance of search time for distributed sequences
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Figure 5Comparison of expected search times
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Figure 6Comparison of search time variance
5. CONCLUSION

First it should be noted that, as it was alreadptioaed in
the text above, when in each sequence 1-s andwitshs
places, another sequence with the same correlptaperties
is obtained. It means the all graphs can be rotatainst
pointp = 0.5.

As it can be seen from the given figures, expestich
time and its variance rise with sequence lengthichvivas
quite predictable.

When contiguous and distributed sequences are cedhpa
it can be observed that the appropriate statistiesalmost
the same.
expected search time and its variance, but difteenare
negligible, especially for sequences with longembar of
synchronization symbols.

This drives us to the conclusion that there isigaiicant
difference between contiguous and distributed secpee in
the sense of the search process. When the facthinat are
limits imposed on the length on distributed seqesn@vhich
stem from their very nature) is taken into accoiintan be
said that contiguous sequences are better chdiwe they
potentially present less overhead in frame.

Finally, we should mention that the statistical bbif
approach, introduced in section 2, could be eaglylied to
other interesting practical problems that relateh® cases
when errors in the received synchronization secgpieme
tolerated.
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Distributed sequences have slightly emall
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POREDPENJE KONTINUALNIH | DISTRIBURANIH
SEKVENCI ZA SINHRONIZACIJU NA NIVOU
FREJMA KORIS CENJEM STATISTI CKOG
PRISTUPA PREKO BIFIKSA

Cedomir Stefanovi Dragana Bafi, Fakultet tehntkih
nauka, Univerzitet u Novom Sadu

Sazetak —U radu je predstavljen kratak uvod u statkti
pristup preko bifiksa kojim se moze odrediekivano vreme
pretrage za sinhronizacionom sekvencom u okvijmaeZa
razliku od prethodnih radova na ovu temug je o opStem
slucaju kada sinhronizacioni simboli nisu jednakoveriva
Na osnovu ovoga hapravljeno je pdemje izmé&u poznatih
kontinualnih i distribuiranih sekvenci.



