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Abstrat_:t — There are sgveral applications in magnetk_: fluidforcing, the current density will become inhomogeneous
dynamics where it is important to know the behavioli near the interface (Fig. 2). The inhomogeneityJofan be
internal fluid surfaces. Magnetic field tomograpéryables to represented by the perturbation current dengityf the

reconstruct the interface shape between two coimpct . L . . .
fluids on the basis of magngtic field measuremem. perturbation of the fluid interface is non-axisyntriee it

describe a magnetic field tomography system for t{§2dS to @ perturbation of the radial and axial ponent of
identification and reconstruction of the interfada a the magnetic field outside the cylinder

cylindrical two-fluid system containing a liquid tak The
reconstruction is performed with a help of stochast
optimization techniques (genetic algorithms, sirteda
annealing).

magnetic
sensors
(radial)

1. INTRODUCTION

In magnetic fluid dynamics (MFD) several applicas of
material processing, metal melting or aluminiuncel@ysis
require deep knowledge of the behaviour of theaserfof
liquid metals. In the case of aluminium meltingaimeduction
cell we are interested in how the strong curremtvfacts on
the motion of the surface of the molten aluminilecause
the motion can cause undesired high deformatiorthef
surface it is important to have an opportunity &edt this
deformation [1, 2]. Due to the limited access (high
temperature, corrosive chemistry), the use of popbeugh
necessary for an appropriate control, is difficoitt almost
impossible. This is the reason why it is importemtievelop
appropriate diagnostic methods for such cells.
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We have recently developed a magnetic field toroigy
(MFT) system which enables us to reconstruct therfimce AR
: ; ; : - AR
between two conducting fluids using magnetic field i
measurements taken in a set of positions closbesurface v
of the object [3]. In the paper we present somailliges
received with the help of this system related ® shmulated
data.
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Fig. 2.Current density distribution in the vicinity of the
interface.

The complete interface perturbation can be destrtbe
solving the Euler equation and the mass conservédio as

2(r.a) =AY 30,03, (k,r)cosma), @

m=-M n=1

2.HIGHLY SIMPLIFIED ALUMINIUM CELL MODEL

If we consider typical figures of aluminum elecysis
cells it must be noticed that the cross sectionahngth of
aboutL = 8 m, whereas the interface displacemerng very
small compared to the lateral extent of the systerwhere A denotes an amplitude of the interface, 77 m are
Consequently, our physical model is characterizgd lvery normalized mode coefficients, and J,, are Bessel functions.
small ratiog/L. Thevalue nis called the radial mode number and the value m

The considered problem is shown in Fig. 1. Twodgui the azimuthal mode number. Although the quantity of modes
with different electrical conductivities, (up) anda, (dowr),  is unlimited, usualy the highest modes have the smallest
are situated in a long cylinder with the radRisThe cylinder amplitudes and therefore can be neglected in the analysis.
walls are non-conducting. Along the length axis tbé
cylinder a homogeneous electrical current dendgyis
applied.

3. INTERFACE RECONSTRUCTION SYSTEM

In our analysis we assume that the oscillating interface has

If the interface between fluids is flat, the cuitreensityJ
is homogeneous everywhere. As soon as the intediagates
from its flat shape due to interfacial waves or eatternal

been found in a steady state, i.e. for a certain time period the
components of the interface shape are the same and only the
amplitude A varies in time. Because the frequency of
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oscillations is small we can apply the followingopedure.
We record the sensor signals for a defined timethad we
look for the time moment in which the signal reactibe
maximum. That time moment corresponds to the maxirafi
the interface amplitude and the further analysis ¢t
performed as a static one. The sample configuratiothe
sensors is shown in Fig. 3 [5].
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Fig. 3. 2D magnetic sensor and the scheme of sensor ring.

The inverse problem of the magnetic field tomogsajs
formulated as follows: having the magnetic fieldxfldensity

distribution §,, b, components) in the sensors position

around the cylinder we would like to reconstrue thterface
shape described by (1).

The reconstruction of the interface consists mdlifig the
amplitude A and all coefficients; m, (1). We define two
principal reconstruction tasks, first we would liteefind the
dominant mode in the interfacg’,,, and its amplitudeA’.
This task we call PCA, a principal component analyls the
second one, called a full mode task, we look ferititerface
amplitudeA and all coefficients7 m, for given values oM
andN.

It consists of two main modules: DSP and Interface
Identifier. In the digital signal processing block, is
performed a noise reduction of recorded/simulatgdass, a
finding of the maximum amplitude time moment ansbathe
spatial fast Fourier analysis of the signals. Tpatial FFT
enables to shrink the source space of identifioatie. to
reduce the number of searching modes existing &®
interface shape definition, which could be lateedusn the
Interface Identifier (Fig. 5).
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Fig. 5.Radial magnetic field component distribution a6@
mm and #35 mm with the spatial harmonic spectrum.

The DSP block contains also a function based oreasore
of correlation between the spatial harmonic spectrof
measured/simulated signals and spectrums stordtkidata
basis which enables to perform a preliminary edtonaof
Yominant modes and the amplitude of the interfheps.

In the Interface Identifier there are implemengeseveral
versions of genetic algorithms, e.g. simple, stestdte, and
incremental in which non-overlapping and overlagpin
populations are supported, respectively, and amitly the
adaptive simulated annealing code adjusted to owiolgm.
In all implemented methods a cost function is dal@ad with
a help of a 3D FEM method which has to be applesdive
the forward problem due to complicated interfacepgh
Because the number of calculations of the costtimmds
usually very high the used FEM procedure has tovdrny

The identification procedures are based on vario@fective to reduce the time of calculations. le tiext section

stochastic searching techniques such as genetoritalgps
and simulated annealing [4, 6, 8] mainly due tarthbility to
avoid trapping into local optimum of the objectiftgnction.
In our system we have applied a C++ library of gene
algorithm components (GAlib) developed at the M.I[T]
and the adaptive simulated annealing (ASA) giveraaS
code in [9].

The basic structure of our magnetic field tomogsap
system is shown in Fig. 4.

SIMULATED MEASURED
DATA DATA

DSP

INTERFACE
IDENTIFIER

Fig. 4.Flowchart of the interface shape
system.

we show some results received from the reconstmsti
performed on the simulated data.

3. SAMPLE RESULTS OF RECONSTRUCTIONS

As the first example we present the reconstruatibthe
mode 77,3 using signals with 20% white noise from the 8
radial sensors located in the middle of the cylindgg. 6
shows the configuration setup of our simulations dne
original interface shape of the modg; together with the
FEM mesh used in the forward calculations. In Figthe
distribution of the radial magnetic flux componanbund the
cylinder and the orientation angles related to ititerface
shape are presented. The cost functi@F)(in these
simulations has been defined as:

CF (1)

where N is the number of sensork, and b, are radial
components at sensor positions of actually caledland

reconstructior{eference magnetic field respectively. Additionallg have

defined the measure of interface reconstructiotityuas; :
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N

N2(z-7)

i=1

An = A [100% 2 =1

whereN is the number of sample points on the interfacs,
thez-coordinate of the sample point, afvds the amplitude of
the original interface.
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Fig. 6. Two-fluid cell with 8-radial-sensor-ring with FEM Fig. 8.Results of reconstruction of mogg; with simple GA
model and the interface shape of mage (right) and multi-loop GA (left) for different cadi and
genomes (one sensor ring configuration).
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We have performed several reconstructions using enoen

Interface Identifier with the genetic algorithm @tion for

different types of genomes i.e. binary, binary wighay Fig. 9.Quality of the interface reconstruction versus cost
coding, and real representation. We have applied tWunction values for different versions of genetgoathm.
versions of genetic algorithm: simple and modifiedith

multi-loop scaling [4]. Fig.8 shows the results of

reconstructions together with the values of quabfythe : T

interface reconstruction. The best reconstructiesult has - ¥ e\

been received for the multi-loop simple geneticostpm = ... \'k :

with gray coded binary genome representation. SFig.E.j Wk R\ e 5w

presents the quality of interface reconstructiorsue values — ° T\ A

of the best found cost function. We can observe anm - B R

concentration of points for small cost functionuesd. This 2t :

means that it is very difficult to distinguish vaus interface L

shapes using only the signals from 8 sensors. . /7 5 { - o
Following above remark we have performed the ne;flz / N e

simulations in which we have increased the number . .« —> -

sensors. Despite of the previous sensors locatdteimiddle ,ﬁ_:/ L Ty

of cylinder, we have used additionally 8 sensoryedoin z ztmml

direction of 15 mm (Fig. 10). In that position wancalso Fig. 10.Configuration with two rings ¢band k sensors) and
measure the component of the magnetic field, so the coghe distribution of magnetic flux density at sengositions.
function for these simulations takes the followfagm:
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Fig 11 shows the distribution of radial armdcomponent 3. CONCLUSIONS

around the cylinder with the marked sensor position
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Fig. 11.Distribution of b and i components around cylinder
at the radius r85 mm (positions of sensor rings are marke

with dashed lines).

The results presented in Fig. 12 shows that thditguaf

reconstructions in these simulations was in evesedetter.

The spread of concentration of quality verslis points is
also better in that case.
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Fig. 12.Quality of interface

different  coding
configuration).

and genomes (two sensor

Interface shape between the two conducting fluils
identified with sufficient accuracy with our magicefield
tomography system for simulated magnetic. Accura€y
reconstruction depends strongly on the number asdipns
of sensor points. The common genetic optimizatioearough
sensitive for solving the magnetic fluid dynamicserse field
problem but is much too slowly. The efficiency diet
optimization process can be improved by applying BISP
module to reduce the GA source search space. Furthe

qexperiments with measured data are currently into

investigation.
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reconstruction versus cost
function values (above) and results of reconstactif mode
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