
  

Abstract— There is a continuous increase in the applications 
for tracking moving objects in a video sequence, this paper 
focuses on tracking a moving vehicle in common situations for 
traffic scenarios. Particle filter-based algorithms (PF) have been 
widely used for this purpose. The algorithm analyzed in this 
paper is based on the fusing of three independent image features 
(color contents, texture, and object contour) by averaging their 
weighted similarities. To describe the tracked object, histograms 
of the features are used, with the object being a window that 
includes the tracked vehicle and the surrounding local 
background. The "Integrated PF" algorithm has been shown to 
be more effective than all Single-Feature PF algorithms. The 
algorithm's performance and verification was evaluated using 
both real and synthetic video sequences for some typical statuses 
of traffic scenarios, such as variations in shadows, passing other 
vehicles, and partial or full occlusion. 

 
Key Terms— Vehicular tracking, particle filter, image features, 

multiple features, color histogram, texture, Grey Level Co-
occurrence Matrix, image gradient. 
 

I. INTRODUCTION   
TRACKING objects is a crucial and essential aspect of 

many applications that involve visual object tracking (VOT). 
Some of these applications include road traffic control, 
monitoring, security, autonomous robot navigation, and 
tracking moving objects over a sequence of images, etc... [1] 
[2]. Usually, the goal is to monitor and track a moving single 
object or multiple objects, and obtain the trajectory by 
analyzing the data from sensors. 

The task of detecting and tracking a moving object in a 
video sequence is a complex one, as it is subject to numerous 
challenges and unexpected events. These challenges include 
the presence of shadows or changes in illumination, variations 
in the background, partial or complete occlusion of the object, 
sudden changes in object motion, the presence of snow or 
dust, and others. From the mathematical perspective, most of 
these problems can be characterized as non-linear, non-
Gaussian, multi-modal systems, or any mixture of these [3]. In 
our paper, we have focused on the tracking of vehicles, and an 
effective vehicle tracking on the road is an important 
component of traffic monitoring, as it serves as the foundation 
for more advanced tasks like traffic control and event 
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detection, etc. [4]. We have chosen Particle Filter (PF) as our 
tracking technique, due to its ability to address the issue of 
non-linear and non-Gaussian dynamic states estimation, 
particularly in scenarios where clutter and occlusions are 
present. In the context of the processing of a series of images, 
probability density functions are represented by histograms 
that describe the distributions of particular features. To track a 
vehicle and its surrounding background within a specific 
window, one must select the appropriate features for the 
window and specify their mathematical representation.  

The approach we present here, the "multiple features based 
particle filter," involves the fusing of weighted average of 
estimations using three features (color, texture, and edge 
descriptors) to track objects in video sequences. The results 
obtained using this “Integrated PF” algorithm has 
demonstrated clear advantages compared to the "Single-
Feature PF". The  authors have made several changes to the 
approach presented in their previous works [3, 5]. They have 
replaced the Bhattacharya distance with the Euclidean 
distance for measuring similarity. Additionally, they 
conducted several analyses related to the choice of similarity 
thresholds to improve tracking quality.  Moreover, the authors 
have analyzed the reduction of some algorithm parameters, 
such as the propagation radius and the number of particles, as 
a measure for reducing the computational burden; this was 
done to find a compromise between tracking quality and real-
time applicability of the algorithm.  

In Part 2, the fundamental notions of object tracking based 
on PF are presented. Part 3 discusses the selection of certain 
features of an image and their effectiveness. The proposed 
algorithm is described in Section 4. In Section 5, a selection 
of artificial and real traffic scenarios has been used for 
algorithm validation, followed by the obtained results and 
appropriate explanation. Section 6 contains the conclusions. 
In the last section a list of references is presented. 

II. PRINCIPLES OF OBJECT TRACKING BASED ON PARTICLE 
FILTER   

Object tracking is the process of estimating the kinematic 
parameters (position, speed, direction of motion...) 
characterizing the moving object [6]. The sequence of images 
is a source of information for traffic monitoring, video 
surveillance, sports reporting, etc.  

Tracking Strategies  
   Many different methods have been suggested for object 

tracking in computer vision literature. These methods mostly 
differ from each other base on the way how they are dealing 
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with the following questions: How to represent the tracked 
object? Which features of the image should be used?  What 
should be the model of the shape, appearance, and motion of 
the object? The answers to these questions are usually based 
on the status and surrounding environment in which the 
tracking is accomplished. According to the existing computer 
vision literature, there are four main approaches used for 
object tracking. They could be classified as model-based, 
region-based, active contour-based, and feature-based [2]. 

1. Model-based: In the estimation of the position of an 
object one uses the information about the appearance and 
shape of objects [7].  The weakest point of this method is the 
dependence on detailed geometric object models. It is 
impractical and/or un-expectable to have detailed models for 
all types of road vehicles as tracked objects. 

2. Region-based: The tracked vehicle is a sub-region 
“rectangular window” of the frame that includes the vehicle 
and the local background. The main idea here is to use more 
information than in the case of the object alone, providing a 
greater robustness.  

3. Contour based: The contour model is based on extracting 
the outline of an object [2, 8].  The advantage of a border 
representation instead of a region representation consists in 
decreasing computational complexity. However, the most 
important disadvantage of this approach is the inability to 
separate the vehicles that are in a partial occlusion situation 
and in the case of several vehicles grouped as one object. 

4. Feature-based: Instead of tracking the object as a whole, 
sub-features like color, edge, points, corners or texture may be 
used for the tracking purpose. The advantage of using features 
based tracking is that even in the existence of partial 
occlusion, some of the features of the object in motion stay 
obvious. Besides, the same algorithm can be applied for 
tracking in daylight or night-time at different conditions [2].  
In our work, the object of tracking is represented as a 
rectangular region, surrounding the object and encompassing 
both features of the object itself as well as of the local 
background. 

III. VISUAL TRACKING BASED ON IMAGE FEATURES  
In terms of tracking strategy, we decided to use a 

region/feature-based approach.  
Tracking based on a single feature may lead to losing the 

object, and might start to track a wrong one. The adequate 
solution to this problem is employing multiple features. 
Features derived from the color, object’s contour, and the 
texture inside the window, are intensively considered here in 
the context of tracking. 

A. Color Feature 
Several color spaces, including RGB, HSV, and YCbCr, are 

employed in the tracking applications described in the 
literature. The color feature is handy due to the fact that 
simple to compute, and the color contents remain invariant in 
rotational, strong in object size change as well [9]. But in case 
of illumination changes or if the colors of tracked object and 
the background are similar, the performance is poor [10]. The 

most common tool for describing color characteristics is the 
color histogram. In this work the RGB color space has 
adopted. The color histograms are typically calculated using 
64 bins for each of the color channels.  The predicted position 
of the tracked window could be chosen as the position of the 
particle that has best histogram compared to the others. 
Typical RGB color histograms for candidate windows in two 
different frames, in cases of synthetic and real sequences, are 
shown in Fig.  1. and Fig.  2. respectively. 

B. Edge (Border) Feature    
The object's edge in an image is defined as continuous set 

of pixels with high gradient intensities, and gives shape data. 
The change of intensities inside an image is highly connected 
to object borders because along the object boundary the 
intensity instantly changes. The sensitivity of edge features to 
illumination changes is less in comparison to color features 
[11]. In this paper, the edge feature is determined as a 
histogram representing a distribution of gradient directions for 
the edge points. In our proposed approach, the edges are 
extracted by calculating horizontal and vertical Sobel 
operators, Kx and Ky on the gray-scale image. The horizontal 
gradient Gx and vertical gradient Gy have magnitudes given 
by: 

( , ) ( , ), ( , ) ( , )

1 0 1 1 2 1
2 0 2 , 0 0 0
1 0 1 1 2 1

= × = ×

− − − −   
   = − =   
   −   

x x y y

x y

G x y K I x y G x y K I x y

where K K

 
(1) 

where I(x,y) is the candidate window. 
 

The magnitude (G) and phase (θ) of the edges are defined as: 
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The distribution defining the contour of the object is 
represented by the gradient phase angle histogram. For the 
unsigned gradient, the total range of phase angles is divided 
into 64 equal bins, ranging from -180 o to +180o.  

A gradient phase angle histogram for the candidate’s 
windows in two different frames for synthetic and real images 
are shown also in Fig.  1. and Fig.  2., respectively. 

C. Texture Features   
  The texture demonstrates how an image's intensity values 

or color are distributed spatially, these spatial distributions 
may be periodic, stochastic, or both [12]. Texture is also a 
measure of the intensity variation that defines numerous 
characteristics of a surface including linearity, directionality, 
regularity, smoothness, coarseness, uniformity, and density. 
The texture could be described by a variety of methods [13]. 
The statistical approach has been our choice here due to 
generality and simplicity of computing. The approach used in 
this work to represent texture descriptor is the Elements of 
Grey Level Co-occurrence Matrix (GLCM). The GLCM's 
chosen size is 8x8 (eight classes of grey level). The 
probabilities of occurrence are the GLCM‘s elements, which 
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are converted to a vector forming the texture descriptor's 
histogram of 64 bins.  Steps in forming this descriptor are 
given [14]. Fig.  1. and Fig.  2. show histograms for RGB 

color, gradient phase angles along the edge and texture, for 
candidate’s windows in two different frames for artificial and 
real images in video sequences respectively. 

  Frame #7 Frame #45  Frame #310 Frame #340 

 Artificial 
Image 

  

Real 
Image 

  

Color 

  

Color   

  

Edge 

  

Edge  

  

Texture 

  

  Texture  

  
Fig.  1.  Histograms of Color, Edge, and Texture features for the 
candidate’s windows in artificial video sequence in frames 7 and 45 

Fig.  2.  Histograms of Color, Edge, and Texture features for the 
candidate windows in real video sequence in frames 310 and 340 

 
The predicted position of the tracked window is chosen as 

the position of the particle where the matching between the 
reference region histogram and candidate region histogram is 
the best. Whenever the discrepancy between the histograms of 
the candidate and the reference windows was small, the 
likelihood of placing the object inside the candidate region is 
large. This discrepancy is measured by calculating the 
Euclidean distance (ECdist) between histograms. Euclidian 
distance is calculated by 

2

1
( ) ( ( ) )

m
i
dist part ref

j
EC k H j H

=
= −∑  (3) 

 
Where: ‘i’ is the particle index, ‘k’ is the frame number, ‘j’ is 
bin number, ‘m’, is the total number of bins, ’Href‘, is the 
extracted histogram of target or reference’s window, and 
‘Hpart’, is the extracted histogram of a particular particle's 
window to be compared.  

The observation likelihood model is used to assign a weight 
to a specific particle based on the similarity between the 
histogram of the reference window and the particle's window 
[2].  The similarity between the reference histogram and the 
particle’s histogram is specified in (4):  

i i
dist(k) 1 (k)= −SIM EC      (4) 

D. Multiple Features   
Using of one feature usually does not provide reliable 

performance of tracking when there are disturbances in the 
background or intervals when some typical interferences exist 
(the appearance of other objects in the tracking window), 
therefore a multiple-features based tracking can provide more 
information and more object's descriptions and get better 

robustness. The main disadvantage of a color feature is its 
weakness in the presence of objects or regions that have 
similar color features to those of the object of interest [1]. 
Also, edges and texture have ambiguity due to the rotation of 
the object. These ambiguities can be minimized by properly 
combining all three of these characteristics. The combination 
of features has some advantages provided that even if there is 
partial occlusion, some features of the moving object remain 
visible/ recognizable. Under these assumptions, the tracking 
algorithm is based on the simultaneous use of tracking 
algorithms based on three particular single features and the 
fusion process of these three results. 

IV. INTEGRATED PARTICLE FILTER ALGORITHM  
A particle filter can be described as a hypothesis tracker 

that can make an approximation of a posterior probability 
density distribution using a group of weighted random 
particles. The particles are weighted based on a likelihood 
grade and then spread according to transition motion [15].  
Particle filter consists of three steps [2]: 

• State transition (prediction) using the motion model: The 
state motion model specifies how objects move between 
frames. The assumption is made, that the vehicle moves along 
the straight line and with constant velocity in magnitude and 
direction, from frame to frame. The motion of the region of 
interest can be specified by:   

1 1k kX F X+ +=
   (5) 

where  �⃗� is the state vector, ( )1 k
0 1F ∆=  is a transition 

matrix that expresses the dynamics of the state over time, and 
∆k is the sampling interval [12]. 
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• The Particle weights calculation (likelihood estimation) 
by monitoring the features using the likelihood model, 

• Re-sampling: In this step, the new sample of particles set 
is chosen, and it neglects or multiplies particles based on the 
level of importance weights 𝑤𝑘𝑖  to get N particles. The 
importance weight criterion is based on histogram distance, in 
the sense, that the low distance corresponds to the high weight 
and vice versa. If the similarity of any particle is less than a 
specified threshold, this particle is eliminated and replaced by 
a particle of a higher similarity which is selected randomly 
from the original set of particles. 

Integrated PF algorithm steps 
1. Initializing the target states X0, the reference histograms for 

proposed features, and generate N random samples around 
the target point “x0” in first frame, 

2. Predict new state for each particle using a transition model,  
3. Compute a histogram and a histogram distance (Euclidean 

distance for proposed features) for particles’ windows, 
4. Weight each particle based on specified similarity measure 

and normalize the weights, 
5. Select the location of the target as the particle that has 

maximal weight for each feature separately, 
6. Merge adaptively the three locations based on the average 

similarity measures for updating the target's location, 
7. Resample the particles for the next iteration, 
8. Increase the time step, go to step 3. 

V. OBTAINED RESULTS AND DISCUSSION  
There were several scenarios for vehicle tracking tests that 

we have used. Here we have chosen some representative ones, 
divided into two groups - Synthetic video sequences and Real 
video sequences. 

A. Synthetic video sequences 
The assumed parameters for synthetic video sequence 

simulations have been: 
• The time interval between frames (IBF) – 50ms. 
• Tracked vehicle’s velocity – 90 km/h (25m/s, 1.25 m/IBF) 
• The number of particles used in PF -120.  
• The spreading radius of the particles 12 pixels.   
• Tracking window size – 34 pix. × 34 pix. 
• 1 meter ≈ 7 pixels. 

Case-1: Tracking a vehicle moving along a straight line, 
without disturbance. 
This case illustrates the tracking situation without any 
disturbances on the road, as shown in Fig. 3.   

 
Frame #4 

 
Frame #20 

 
Frame #50 

Fig.3 Tracked vehicle on the road. 

  Fig.4 shows the average similarity measures among 150 
particles for each descriptor (4.a), and the difference between 
the estimated car positions and ground true values, using the 
proposed three descriptors separately (4.b).  

 
Fig.4 Case 1, a) Average similarity,    b) Tracking error  
 
From Fig.4.a one can see that the average similarity gives the 
preference to color feature. The RMS tracking errors for three 
individual descriptors are 4.00, 10.43, 8.45, while for the 
integrated algorithm, it was 4.99 pixels.   
 
Case-2: Tracking in the presence of vehicle’s self-shadow 
shadow and shadow produced by road environment  
 
The disturbances such as self-shadow, shadows produced by 
trees and buildings or clouds are inserted in this scenario and 
they appear abruptly at different intervals. Fig. 5.b illustrates 
the car with self-shadow (frame #15), while Fig. 5.c shows the 
presence of a shadow produced by nearby buildings (frame 
#45).  

Fig.5  a) Reference frame (#4), b) Self-shadow effect, c) The effect of shadow 
produced by environment objects. 

The obtained average similarities and deviations between the 
actual and estimated positions of the tracked vehicle are 
shown in Fig. 6. The error diagram (6.b) shows that in the 
presence of building shadow, the features are more affected 
than in the situation of self shadow. The RMS tracking errors 
for the proposed individual features and integrated algorithm 
were 11.02, 12.03, 7.40 and 10.84 pixels. The average 
similarity for color descriptor sharply decreased in the interval 
of existence of building shadow (see Fig. 6.a). 
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Fig.6  Case 2, a) Average similarity,    b) Tracking error 

B. Real video sequences 
Some of the selected parameters for real video sequences 

have been changed in comparison to synthetic sequences. The 
spreading radius of particles was selected to be 15 pixels 
because the size of the vehicles in the selected real scenarios 
was bigger. The numbers of particles were selected to be 150. 
The sizes of windows for the selected four real scenario cases 
have been: 120×110, 96×68 and 46×50 pixels respectively 

Case-3:  A vehicle tracking in a real video sequence in    the 
presence of its self-shadow and trees shadow 

This case describes the tracking situation in the presence of 
self-shadow and shadow produced by the nearby trees. Fig 7. 
shows the target window for the reference frame (#235), and 
consecutive frames #263 and #291 with two types of shadows.  

 

               a             b             c 
Fig 7 a) Reference frame (#235), b) car passes through a tree shadow 

(#263), c) car after tree shadow (#291) 

The average similarities and tracking errors are shown in 
Fig. 8.a and Fig. 8.b. 

 

 
Fig.8 Case-3, a) Average Similarity, b) Tracking error 

It is obvious from Fig. 8.a, that the texture queue rapidly 
loses importance after frame #280 due to changes in window 
contents (increasing of the non-shadowed area in the 
background). Based on the support of the other two features, 
Integrated PF remained with high quality due to the excluding 
of texture feature then. RMS tracking errors, in this case, have 
been 30.42, 28.97, 23.01 and 17.07 pixels, respectively.  

Case-4: Vehicle exposed to partial and full occlusions  
This case describes the complex situation where the vehicle 

is simultaneously exposed to a few typical problems in 
tracking (tree shadow, partial occlusion, full occlusion, 
variable vehicle scaling). The frames representing these 
situations are shown in Fig. 9. 

 

 

Fig. 9.  a) Reference (# 310), b) Passing through a shadow (# 320), c) partial occlusion (# 340), d) full occlusion (# 360), e) reduced car scale (# 440). 

Fig. 10 illustrates the average similarities and RMS errors. 

 

 
Fig 10. Case-4   a) Average similarities, b) Tracking errors 

The RMS tracking errors for separate “Single feature 
PF” and “Integrated PF” are given in Table I. The tracking 

relies on prediction only at the period between the frames 
#350 and #370, due to occlusion, (average similarities of 
descriptors are less than their predefined similarity 
thresholds “0.90”). It is obvious from Fig. 10.a that the 
average similarity for all descriptors have been decreased 
along the interval of occlusion and increased after that.  

Case-5 Vehicle exposed to partial and full occlusions  
This case describes the complex tracking situation 

whereas the target vehicle is exposed to: occlusion, 
maneuver, and size changing. Fig.11. illustrates some 
important frames for these situations.  

 

    
       a        b        c         d 

Fig. 11.  a) Reference (# 448), b) partial occlusion (# 580), c) full 
occlusion (# 628), d) after occlusion (# 700) 

Fig.12. shows the average similarities and tracking 
errors.  
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Fig. 12. Case-5, a) Average similarity, b) Tracking error 

The Fig. 12.a shows that the average similarity of texture 
descriptor is the most sensitive in comparison to the others. 
The tracking errors (Fig.12.b) illustrate an increase of the 
error after the frame #600 due to missing during and after 
the occlusion period (Even a complete tracking failure for 
“Colour PF”). The RMS tracking errors    obtained by the 
“Single feature PF” and “Integrated PF” are 70.64, 23.32, 
13.33 and 12.11 pixels, respectively. 

Table 1 illustrates the RMS errors in pixels for all seven 
considered cases. Analyzing the results obtained for real 
sequences (Cases 3 to 5), one can see the superiority of the 
integrated tracking algorithm.  

Table-I below illustrates the RMS error in pixels for all 5 
cases.  

TABLE I  
RMS OF TRACKING ERRORS IN PIXELS FOR ALL CASES 

 
 Synthetic Sequences Real Sequences 
 Case1 Case2 Case3 Case4 Case5 

RGB   4,00 11,79 30,42 20,19  Lost 
Edge 10,43 12,03 28,97 26,26  23,32 

Texture  8,45   7,40 23,01 21,01  13,33 
Integrated  4,99 10.84 17,07 13,42 12,11 

 

VI. CONCLUSION 

One approach to the Particle Filter based tracking of 
objects in a video sequence has been proposed and 
discussed in this paper. The basic assumption was that none 
of the typical image features could be used alone for 
different traffic situations and disturbances. Rather than 
attempting to improve any single features, we decided to 
fuse the three independent features (color, edge, texture) 
that have been expressed by particular probability 
distributions – histograms. A weighted averaging of 
independent PF estimates is made based on their average 
similarity measures of all particles. A higher level of 
adaptability has been reached by excluding any or all of the 
features when their average similarity measures are below 
specified thresholds. Verification of this approach was 
initially done using simple artificial image sequences and 
typical real scenarios. In the synthetic image sequences, the 

Integrated PF algorithm was not the best, but just 
“attracted” towards the best “Single Feature PF”, while it 
was superior in all realistic traffic sequences. It has 
especially been seen in occlusion cases, where some of the 
“Single Feature PF” was completely ineffective. While the 
presented approach has been acceptable for some simple 
traffic application scenarios (counting of vehicles, 
measurements of speed on pre-specified segments of a 
street/highway, etc.), our future work will be oriented on 
improving the algorithm regarding the effect of the vehicle 
size change as well as multiple-vehicle tracking. 
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