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Abstract—Lately, depth cameras are being widely used for 

computer vision applications such as human pose estimation, 

activity recognition, object and people tracking, 3D mapping 

and localization. Possibilities for depth sensing integration in 

economy sectors like agriculture and healthcare services are 

growing as researchers are stating numerous advantages in 

contactless measurements done by robust low-cost depth 

camera systems. In this paper, we discuss an application of two 

different depth-sensing technologies for morphological 

parameters assessment.  

 

Index Terms— Morphological parameters, active depth-

sensing technology, Intel RealSense.   

 

I. INTRODUCTION 

Since computer vision has largely been concerned with 

obtaining 3D information from 2D images, the invention of 

low-cost commercial depth sensing cameras made a 

significant contribution to solving computer vision 

problems. Derived 3D depth map allowed segmentation of 

the scene into foreground and background, which facilitated 

identification and tracking of simple objects. This opened 

new opportunities for many practical computer vision 

applications such as human pose estimation [1], activity 

recognition [2], object and people tracking [3], 3D mapping 

and localization [4].  

Depth maps and resulting 3D reconstructions of objects 

acquired in real time also enabled non-contact measurement 

of objects’ morphological properties. Researchers have been 

assessing objects’ static properties such as size [5] and 

volume [6], and dynamic such as breathing patterns [7] in 

conditions of clinical interest. With this application, depth 

sensing is likely to gain significant role in economic sectors 

such as agriculture and healthcare services, but also in 

industrial and clothing design, and ergonomics.  

Namely, in [8] it was concluded that when it came to 

body measurement, depth camera acquired results close to 

real data, and as a more affordable method, it could be an 

appropriate alternative to high cost laser scanner. In similar 

fashion, in [9] the depth camera based body measurement 

was shown to be an efficient approach for anthropometric 
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data collection, and in [10] it was demonstrated that low-

cost depth camera based system could be used for rapid and 

robust tracking of body shapes and anthropometric changes 

in children.  

Contactless measurement of body size and volume has 

also been described as an innovative tool for making 

management decisions for livestock. In [11], the authors 

demonstrated an accurate body measurement system based 

on Microsoft Kinect v2 camera, which was applied to 

livestock. They successfully validated the quality of 

generated model against manually measured body 

references such as height, depth, length, and girth of certain 

body parts. Similarly, in [12], the authors presented the 

measurement of body parameters such as linear and integral 

characteristics along directional lines and local areas, 

geodesic distances and perimeters of cross sections. While 

in [13], the measurement system was also based on 

Microsoft Kinect sensor, the aim was the livestock’s growth 

assessment through the repetitive analysis of 3D models of 

their certain body portions.    

In a similar manner, and in order to optimize the 

harvesting by the growth state and crop yield assessment, 

researchers have been measuring structural parameters of 

fruits and vegetables. For instance, from the segmented 

lettuce point clouds in [14], they extracted the volume, 

surface area, leaf cover area, height predictors, and 

correlated them to the fresh weight. Analysis showed that 

the calculated surface areas correlated strongly with 

measured fresh weight. With the similar aim, in [15] the 

authors used a Microsoft Kinect sensor and reported that 

accuracy of the 3D models of cauliflower crops deviated 

from the ground truth measures by less than 2 cm in 

diameter/height, while the fruit volume estimation showed 

an error below 0.6% overestimation.     

When it comes to expected measurement accuracy, it 

immensely depends on the choice of depth-sensing 

technology and application context, particularly lighting 

conditions and working distance. Namely, depth-sensing 

technology has been developing for many years in several 

different forms. Stereo [16] may be the most basic approach 

for acquiring 3D depth maps. It is a “passive” depth sensing 

method that uses two or more standard RGB cameras, and 

calculates depth by finding correspondences between image 

points. In contrary, “active” [17] approaches use their own 

light sources, and can potentially overcome the limitations 

of passive stereo, such as large textureless surfaces and low 

light levels. 

As revised in [18], on the market there are several 

representatives of state-of-the-art active depth-sensing 

solutions. Intel RealSense product line is one of them. It 

supports active depth-sensing technologies that marked the 

last decade: structured (coded) light (SL), active IR stereo 

(AIRS), and time-of-flight (TOF). In this paper, we discuss 

the measurement of morphological parameters using two 
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different Intel RealSense solutions, which we find suitable 

for close range applications.  

The paper is organized as follows. First, we describe the 

acquisition system and software, then we look at the 

expected accuracy depending on the chosen device, and in 

the end, we propose methods for morphological parameters 

assessment based on a point cloud data.  

II. THE METHOD 

A. Acquisition system   

Namely, Intel RealSense has produced depth cameras 

through three different series: SR300, D400, and L500. Each 

series represents a distinct depth sensing technology. What 

separates them is their ideal operating parameters, along 

with differences in how accurate the depth information is in 

different situations [19]. As SR300 and D400 series allow 

measurements of similar distance ranges, we opted to 

incorporate a representative of each in our acquisition 

system, independently. 

SR305 camera is Intel RealSense’s only representative of 

SR300 series [20], and thus it’s only representative of 

structured light technology. The camera uses patterned light 

to determine depth within the scene, thus it is ideal for use in 

indoor, controlled lighting situations. It is also intended for 

very short-range applications under one meter, but its 

operating range goes even up to 2m. It utilizes rolling 

shutter technology, has a field of view (FOV) of 71.5° x 55° 

and will provide up to 640×480 resolution depth images at 

60 fps.  

D435i camera is one of Intel RealSense’s representatives 

that belong to D400 series [21]. It is based on active IR 

stereo, which uses stereo vision to calculate depth, but also 

projects an invisible infrared pattern to improve depth 

accuracy in scenes with low texture. Taken that it is based 

on stereovision, it is expected to perform equally well in 

both indoor and outdoor environments. It has an ideal 

operating range of 0.3m to 3m. It utilizes global shutter 

technology, has a wide field of view of 85.2° x 58°, and 

provides up to 1280 x 720 resolution depth images at 90 

fps. Since depth camera D435 is another representative in 

the series that only differs in IMU presence, in the following 

text we will use the term D435, as equally. 

For the purposes of visualization, Intel has developed 

specialized tools such as Intel RealSense Viewer and Intel 

RealSense Depth Quality Tool, but has also developed an 

open source SDK [22] that supports various platforms and 

programming languages, thus enabling us to build 

applications for data acquisition and processing adapted to 

our needs. 

B. Acquisition software 

Software for data acquisition on PC is written in Matlab 

(ver. R2021a, MathWorks, USA). It allows acquisition 

parameters setting, acquisition and processing, and 

visualization.  

Acquisition parameters refer to stream configuration and 

depth property settings. These parameters are supported by 

the SDK library, which allows the configuration of the 

camera with a number of internal settings. 

Stream configuration implies settings like stream type, 

stream format, stream resolution, and sampling frequency. 

Stream types refer to different types of data provided by 

RealSense devices. In order to get point cloud that contains 

RGB information for every data point, our software allowed 

acquisition of both, depth frame, i.e. data from depth sensor, 

and color frame, i.e. image from embedded RGB camera. 

These were thereafter aligned in order to get final point 

cloud representation of the scene. Available stream format, 

which identified binary data encoding within a frame, was 

set to a predefined value, which depended on a type of a 

stream.  

Sampling frequency can take several different predefined 

values. In cases of dynamic parameter assessment, the 

sampling frequency value also determined the time 

resolution of dynamic morphological parameters. Thus, in 

cases when official documentation did not recommend any 

value that would ensure good quality depth, we set the 

highest possible value that still allowed depth and RGB 

frame alignment. The same applied to stream resolution 

parameters.  

 In order to get good quality depth data, we set specific 

values to a combination of depth property parameters such 

as depth projector power, accuracy, filter option and depth 

preset setting. The values were set specifically to achieve as 

better depth accuracy as possible.  

Depth preset setting is a working mode that implies 

predefined settings for all the depth property parameters that 

official documentation offers as optimal for certain 

conditions. Considering that we were after high accuracy 

mode, if it was supported for given device, we opted for 

high accuracy preset.  

In case of SR305 device, depth accuracy was set through 

the depth property parameter of the same name, which 

defined the number of patterns projected per frame. In case 

of D435 device, high depth accuracy was achieved through 

the high accuracy preset, which set high confidence 

threshold value of depth. 

Intel SDK library includes post-processing filters to 

enhance the quality of depth data and reduce noise levels. 

When done in real time, it negatively affects the temporal 

resolution of the acquired frames, which should be taken in 

consideration when assessing dynamic parameters of an 

object.  

As recommended in [23], images acquired with SR305 

camera were filtered with default depth filter, which had 

moderate smoothing effects.   

C. Expected accuracy  

As said before, expected measurement accuracy 

immensely depends on application context, particularly 

lighting conditions and working distance. However, even 

when these conditions are met in accordance to camera 

specifications, 3D reconstructed model is still very likely to 

contain inaccurate, i.e. dimensions that differ from ground 

truth.  

Depth error of SR305 camera is described in [23]. The 

systematic distance inhomogeneity in case of this camera 

brings two main systematic error components increasing 

with distance: non-planarity and depth offset. Non planarity 

can be explained through error map between the target plane 

and multiple point clouds acquired with increasing distance 

from the plane itself, while depth offset can be 

approximated by a parabolic function with a high coefficient 

of determination. For instance, for distance of 65 cm, depth 

offset is somewhat larger than 12 mm.  

The error inherent in SR305 camera acquisition is perhaps 

best portrayed through evaluation of the error introduced in 
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measuring a flat surface that compares SR305 camera model 

with D415 camera model from D400 series. The comparison 

can be found in [24]. Namely, D415 has a considerably 

lower error both in terms of planarity and of distance 

accuracy.  

D435 camera is, on the other hand, a lot more similar to 

D415 camera - they use the same vision processor to 

provide RGB-D data. The main difference lays in depth 

quality, which is usually portrayed through RMS error - the 

depth noise for a localized plane fit to the depth value. 

Comparison between the two models can be found in [25]. 

Namely, the depth RMS error scales as the square of the 

distance away from the camera, in both cases. However, due 

to the wider FOV, the smaller baseline, and the smaller 

sensor resolution, the D435 has more depth noise at any 

given range. At the same time, this model benefits from 

having smaller minimum operation distance, which allows 

acquisition at shorter distances, and global, as opposed to 

rolling, shutter sensor, so is expected to be more accurate 

when dealing with dynamic scenes. 

D. Data acquisition and processing 

The acquisition was performed indoors under artificial 

lighting conditions. Chosen camera was fixed at a distance 

of about 50 cm from the horizontal table top on which 

objects of interest were placed. It was taken into account 

that placed object should be in the camera’s field of view 

and that all its interest points should also be within the 

recommended range of distances for a given camera type.  

In the case of SR305 camera, RGB-D images were 

acquired in resolution of 640x480, and with sampling 

frequency of 60 Hz, and in the case of D435, they were 

acquired in resolution of 848x480, and with sampling 

frequency of 30 Hz. Upon the start of acquisition, the first 

couple of frames were discarded to allow the camera time to 

settle.  

The steps we found useful in the process of parameters 

extraction were the following: 

  - points selection within a region of interest in the point 

cloud so as to lower the computational recources needed 

for further processing steps 

- potential selection of markers that would be used for  

parameter assessment 

- potential rigid transformations so as to align the 

direction of markers propagation with a certain axes of the 

camera local coordinate system  

- potential plane fitting through the table surface so as to 

assess camera tilt relative to the table, and perform 

appropriate tilt correction through rigid transformations 

- calculation of the distance between markers based on 

Euclidean distances between the each two nearest adjacent 

points 

- calculation of surface area in a region of interest based 

on Delaunay triangulation [26] of point cloud data  

- extraction of cross sections defined by the markers 

trajectory 

- calculation of the cross-section area  

- in the cases of dynamic parameters assesment, tracking 

of marker koordinates over succesive frames  

III. RESULTS 

The point cloud acquisition and calculation of 

morphological parameters is demonstrated on the cropped 

RGB-D image of a human body torso. Fig. 1 contains RGB-

D image acquired with SR305 (on the left), and with D435 

camera (on the right), respectively.  

 

 
 

Fig. 1. Cropped RGB-D image of a human body torso captured with SR305 

(on the left) and D435 (on the right). 

 

In the case of D435, different levels of depth values are 

obvious. More specifically, we acquired depth maps with 

resolution of 1mm, which is a default depth unit of 

underlying vision processor. In the case of SR305, depth 

unit is a lot smaller (0.000125 m), thus its depth resolution is 

higher, as can also be noted in the figure. Other than on 

visual representation, these differences did not have any 

significant affect on parameters assessment methods. They 

are processed in the same manner, and results are stated in 

the following figures.   

Fig. 2 contains example of static morphological 

parameters derivation based on trajectories in certain 

directions. Resulting cross-sections are visible in the point 

cloud (on the left), and isolated so that their length could be 

assessed (on the right). Top row refers to measurements 

based on SR305 camera, while bottom row refers to D435 

camera. As previously stated, the cross-section lengths were 

estimated by the calculation of Euclidian distances between 

the each two nearest adjacent points.  

 

 
 
Fig. 2. Static morphological parameters derivation: cross-sections marked 

in a point cloud (on the left), and extracted cross-sections (on the right) 

along with their calculated dimensions. 
 

Due to the anatomical planes in which they are located, 

these cross-sections are referred to as transverse and sagittal 

cross-sections, respectively. They depended on the marker 

positions, which were set on nipples and navel, by the user 

selection. Transverse cross-sections were defined based on 

direction on which the nipples were lying, and they were 

equidistantly distributed between the level of the nipples and 

level of the navel. Sagittal cross-sections were perpendicular 

with respect to them. The outermost positions of the sagittal 

cross-sections were left and right nipple location, 

respectively.  

PROCEEDINGS, IX INTERNATIONAL CONFERENCE IcETRAN, Novi Pazar, Serbia, 6 - 9. june 2022.

IcETRAN 2022 BTI1.6 - Page 3 of 5 ISBN 978-86-7466-930-3



 

These measurements were rounded to a precision of 1 mm. 

As can be seen on Fig. 2, there are certain differences in the 

cross-section length measurements that depend on the used 

camera. They are most prominent in sagittal sections and 

amount the most in the case of difference of 10 mm in favor 

of SR305 camera for the outermost left sagittal cross-section 

(from the perspective of the respondent). We assume that 

significant part of this difference lays in depth-offset error of 

camera SR305, which reportedly [23] takes out around 4 

mm for the object distance of 400 mm, and 5.433 mm for 

the object distance of 450 mm.   

Extracted cross-sections and their dimensions may 

indicate local torso characteristics. On the other hand, the 

object, the torso in this case could also be described globally 

by parameters such as surface area and volume. An example 

of surface area calculation is given in Fig. 3. Figure 

represents marked surface in the region of interest defined 

by the same markers that defined cross-sections: locations of 

nipples and navel. The area was estimated on tridimensional 

polygon mesh generated with Delaunay triangulation 

applied to the point cloud data illustrated in Fig 4. The 

resulting surface area is calculated upon all the areas of 

triangles at the base of the resulting mesh.  

 

 
 

Fig. 3. Static morphological parameters derivation: marked surface in the 

region of interest – SR305 image (on the left), and D435 image (on the 
right) along with their respective results.  

 

 
 

Fig. 4. Tridimensional polygon mesh calculated on the point cloud region 

of interest. This specific example refers to RGB-D image acquired with 
camera D435. 

 

As Fig. 3 indicates, the image from SR305 camera 

resulted in slightly higher value of surface area parameter – 

0.0242 m
2
 as opposed to 0.0239 m

2
 that resulted from D435 

acquisition. This is in accordance with the conclusion 

regarding the length of the cross-sections acquired with 

these cameras.   

Considering that demonstrated parameters can directly 

allow estimating of the dimensions of either torso or its 

parts, non-contact measurements of this type could have a 

purpose in clinical practice.  

IV. DISCUSSION 

Results above show that visual representation of the scene 

did not vary significantly depending on the used camera. 

However, there are certain differences in their performance. 

Namely, results confirm the higher resolution of camera 

SR305 compared to D435 model (see Fig. 1). Considering 

that SR305 is capable of detecting depth with a higher 

resolution than D435, if the morphological characterization 

of fine details within small samples was at task, it could be 

expected that SR305 would be able to better reconstruct the 

object model, and thus would allow drawing contours that 

might not be visible in the acquisition with D435 camera. 

On the other hand, SR305 has non-planarity and depth 

offset issues that contraindicate its use in precise 

measurement systems. As previously stated, in terms of 

planarity and distance accuracy, SR305 is outperformed by 

D400 series representatives.  

When it comes to D400 series, D415 has more precision 

than D435. This regularity is accounted to the larger field of 

view of D435 camera. However, considering that D435 is 

better suited for dynamic scenes than D415, it could be 

expected that both these representatives of D400 be equally 

used in applications concerning morphological parameters 

assessment.   

V. CONCLUSION 

The aim of this study was to demonstrate derivation of 

morphological parameters with different depth sensing 

technologies. We discussed acquisition parameters that 

would allow good depth in static, as well as in dynamic 

scenes, and gave an example of static parameters calculation 

that could have a purpose in clinical practice.   

 As we discussed two different acquisition systems, we 

can conclude that for this type of application, one should use 

D400, rather than SR300 series, as it is more likely to 

provide sufficiently reliable measurements for the task at 

hand. 
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