
 

 

Abstract— The paper investigates problems related to the 

automatic creation of personalized text-to-speech (TTS) 

synthesizers using small amounts of speech data recorded by 

amateur speakers in home conditions. The personalization of a 

synthesizer is based on the adaptation of a neural network 

based model pretrained on a large quantity of high-quality 

speech data recorded by a professional voice talent. In practice, 

both the quantity and the quality of target speaker’s data used 

in the adaptation process are significantly inferior to the 

original training material. This research analyses the quality of 

synthesis created by adaptation on amateur data with the 

quality of synthesis created by adaptation on a high-quality 

speech dataset of the same size. The results of subjective and 

objective evaluation confirm the usability of the proposed 

adaptation method for efficient creation of new amateur TTS 

voices using a limited amount of adaptation data.  

 
Index Terms— deep learning; neural networks; speaker 

adaptation; text-to-speech.  

 

I. INTRODUCTION 

ACCORDING to [1] the term “communication” is 

defined as “systematic process in which people interact with 

and through symbols to create and interpret meaning”.  The 

most common channel through which this interaction is 

carried out is human speech. However, human speech does 

not only carry a particular message but a lot of additional 

information as well, including the speaker’s emotional state 

and attitude towards the listener or the message itself. 

Furthermore, based on the characteristics of a speaker’s 

voice we are usually able to establish their gender and age, 

and, even recognize them in case we are familiar with their 

voice [2-3]. For all these reasons someone’s voice can be 

considered as an intrinsic part of their identity.  

This conclusion provides a motivation for the develop-

ment of methods for simple, fully-automated design of text-

to-speech synthesis in the voice of a particular speaker. Such 

a synthesis would be usable in a number of scenarios, 

including voice banking, where users who are about to lose 

their ability to speak, usually due to some medical condition, 

can re-create their voices synthetically, based on speech 

recordings they have made previously. A common example 

of such a situation is total or partial laryngectomy, i.e. 

surgical removal of the entire larynx or some of its parts due 

to e.g. laryngeal cancer. Potential stigmatization and social 
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exclusion of people who have lost their ability to speak in 

such ways has been analyzed in [4] where it has been 

suggested that their situation could be alleviated by using 

personalized text-to-speech synthesis (TTS), giving rise to 

research projects such as [5].  

State-of-the-art speech synthesis systems, based on either 

a concatenative approach [6] or a parametric approach based 

on neural networks [7], achieve a very high level of speech 

quality, comparable to natural human voice. However, to 

achieve such a high level of quality of synthesis, it is neces-

sary to obtain a large quantity of high quality speech data 

that will be used as basis for synthesis, either as a repository 

for a concatenative TTS or as training data for a parametric 

model. It is, thus, well known that speaker selection and 

database recording are the most critical steps in the process 

of getting a high-quality TTS, since mistakes made in either 

of these steps can never be eliminated in later stages of the 

process. For that reason, much effort is generally invested in 

finding a speaker with a suitable, resonant voice and good 

articulation, devoid of any impairments such as disfluency, 

difficulties in pronouncing specific speech sounds or 

excessive use of the vocal fry register. 

However, in a scenario where the users provide samples 

of their voices, there are important differences with respect 

to the previous case: (1) it is usually difficult or impossible 

to obtain a large quantity of speech data; (2) the suitability 

of the voice of the target speaker for TTS cannot be guaran-

teed; and (3) microphone quality and recording conditions 

are generally inferior. In such circumstances it is impossible 

to build a TTS of reasonable quality from scratch. However, 

recent developments in TTS have offered an interesting 

alternative, namely, the adaptation of an existing speech 

synthesizer to the target speaker’s voice [8]. The classical 

concatenative approach to TTS, although able to produce 

speech of high quality, does not possess the necessary 

flexibility for this, and more recently developed parametric 

speech synthesis methods have to be used instead. The 

adaptation of the parametric model to the voice of a new 

speaker has been a matter of extensive research, and most 

results are based on the use of hidden Markov models 

(HMM) [9] or, more recently, deep neural networks (DNN) 

[8]. Even in the case of adaptation it is still beneficial if the 

quantity of target speech data is large and its quality is high, 

but neither of these conditions is a prerequisite. Some re-

searches has specifically focused on the case where the 

quantity of available speech data is small [10], although no 

studies have explicitly analyzed the influence of poor sound 

or speech quality on the speech synthesized by adaptation.  

This paper investigates the problems related to automatic 

creation of personalized speech synthesizers using small 

amounts of speech data from amateur speakers, recorded in 

home conditions. We use a DNN-based synthesizer for 
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Serbian, originally trained on 3 hours of high-quality speech 

data, obtained from a professional speaker in a studio, and 

adapted using speech data from an amateur speaker (10 

minutes), recorded in home conditions. This study repre-

sents the continuation of our previous work on efficient cre-

ation of new TTS voices by using neural network adaptation 

[10]. However, as opposed to e.g. the research described in 

[8], the quantity of adaptation data in this research can be 

considered relatively small. This corresponds to many 

practical scenarios in which the user interested in obtaining 

a personalized TTS with as little effort as possible.  

This research also addresses another problem of TTS 

development. Namely, the preparation of speech data for 

training a parametric model does not require just phonetic 

annotation, but also some form of prosodic annotation. 

While phonetic annotation can be done automatically with 

high accuracy, prosodic annotation generally requires a lot 

of manual work, and as such, it represents the most time 

consuming step of the process. Human involvement is also 

incompatible with the idea of producing a personalized TTS 

from user voice samples in a fully automated process. 

The paper is organized as follows. After the introductory 

Section I, a brief explanation of regular DNN based TTS 

modeling is given, and possible ways for its adaptation are 

presented in Section II. In Section III speech databases used 

for training are described in more detail. Section IV gives an 

overview of the experiments and provides an analysis and 

discussion of their results. Finally, in Section V conclusions 

are drawn and future research directions are outlined. 

II. OBTAINING A TTS MODEL BY DNN ADAPTATION 

DNN-based TTS has been in the focus of the research 

community in the last decade. Its popularity is due to the 

fact that it outperforms previously dominant statistical ap-

proaches in terms of their ability to generalize, as well as 

their flexibility in voice modification. The most frequently 

used and the most intuitive DNN architecture has been 

proposed in [11], and will be outlined in Section II.A. It has 

also been successfully adapted and used for synthesis in 

Serbian [12]. Deep neural network based synthesis in a 

particular voice can be obtained by different approaches [10, 

13, 14], varying in their requirements in terms of target data 

quantity, and the one used in this research will be briefly 

explained in Section II.B.  

A. A simple speaker-dependent DNN TTS system 

A most common DNN-based TTS architecture, which is 

also used in this research, consists of the duration network 

and the acoustic network. The first network models pho-

neme durations and the second one models context-depen-

dent acoustic features. The inputs of both networks are lin-

guistic features such as phonetic context, the number of 

phones/syllables in the current word, etc. The inputs and 

outputs of the duration network are phone aligned, while the 

inputs and outputs of the acoustic one are frame aligned. For 

this reason, the acoustic input feature vector is extended by 

additional numeric features, including e.g. the index of the 

current frame in the state/phone as well as the index of the 

current state. The target features for the duration network 

are typically HMM state durations of the phoneme, extrac-

ted by forced alignment. On the other hand, acoustic net-

work uses acoustic features extracted from speech recor-

dings by an appropriate vocoder as target features. 

B. DNN TTS model adaptation 

With a large speech database, starting from randomly 

initialized weights and biases, it is possible to get the model 

able to produce speech similar to one from the database. 

However, it has been shown [10] that the model of speaker 

A is a better starting point for getting a model of speaker B 

than a randomly initialized model, in that a smaller quantity 

of data is sufficient to get a high-quality model B when 

starting from model A than when starting from a randomly 

initialized model. A quite obvious reason for this is that the 

models of any two speakers are closer to each other than a 

randomly initialized model to any speaker model. The 

complete procedure is the same as for getting a speaker-

dependent model, but in this case the starting model is 

already trained on a large quantity of high quality data. 

III. DATABASE 

In [10] it has been stated that the result of the proposed 

adaptation procedure depends on the quality of recordings 

used. To investigate this issue deeper, we have established 

the datasets to be used in this research as follows.  

A. Principal training set 

The speech database used to train the initial DNN TTS 

model is a database in Serbian recorded in a professional 

studio. It contains 3 hours of speech including sentence-

medial silent phonetic segments. All the utterances were 

delivered by a single professional female voice talent. The 

database was phonetically and prosodically annotated, 

where the prosodic annotation specified the information 

related to lexical accent, degree of prosodic stress as well as 

types/positions of phrase breaks. While phonetic annotation 

was predominantly automatic (although the remaining errors 

were corrected manually), prosodic annotation included a 

significant amount of human effort. The database was 

recorded with the sample rate of 96 kHz, coded with 16 

bits/sample and downsampled to 22 kHz. 

B. Reference adaptation set 

To study the influence of the quality of adaptation speech 

data on the quality of speech synthesized by a TTS obtained 

by adaptation, a segment of another high-quality speech 

database, delivered by another professional female voice 

talent, was used as a reference adaptation set. The segment 

in question was chosen randomly, without taking into 

account phonetic coverage. This database was also recorded 

in a professional studio with the same sampling frequency 

and bit depth, and the segment in question contains 10 

minutes of speech (including sentence-medial silences). This 

set of utterances has also been phonetically and prosodically 

annotated in the same way as the principal training set. 

C. Amateur adaptation set 

Finally, to analyze the effect of poor quality of recorded 

speech on the quality of speech synthesis obtained by DNN 

adaptation, the same set of utterances as in III.B was re-

recorded under conditions that could reasonably be expected 

from an average user who wishes to submit his or her voice 

samples to obtain a personalized TTS. Specifically, it was 



 

recorded in a relatively reverberant home environment, 

using an average desktop computer with an integrated sound 

card, which also acted as a noise source, and a standard 

desktop microphone. The utterances were recorded with the 

sample rate of 44.1 kHz, coded with 16 bits/sample and 

downsampled to 22 kHz. The set has been delivered by a 

female amateur speaker, one of the authors of the paper. 

Some common post-processing was carried out on the 

amateur adaptation set, including noise cancellation, 

normalization and compression. 

As the idea of the paper was to analyze the effect of the 

limited amount and low quality of adaptation speech data in 

a fully automated process of TTS adaptation, in the principal 

experiment no manual annotation of recorded speech was 

allowed, either phonetic or prosodic. However, the lack of 

human intervention in phonetic and prosodic annotation was 

circumvented by having the speaker deliver relatively short 

utterances from the principal training set, copying the 

original prosody as far as possible. This allowed the use of 

original phonetic and prosodic annotation of the principal 

training set, at the cost of a relatively small number of 

phonetic and prosodic errors which remained uncorrected. 

IV. EXPERIMENTS 

The DNN based TTS system used in this research was 

built using the Merlin toolkit [11] with some modifications, 

as well as the CNTK framework [15]. 

The initial model, trained on the principal database, 

consists of two hybrid networks (just one layer with 

recurrence), both with 4 hidden layers and 1024 neurons per 

layer. All hidden layers use tangent hyperbolic activation, 

but while the first three contain simple feed-forward 

neurons, in the 4th hidden layer long short-term memory 

(LSTM) neurons are used. For the output layer, linear 

activation is used. The entire network is trained by the 

Nesterov optimizer, using back propagation with L2 regula-

rization and mean squared error cost function. 

 The network uses 737 binary linguistic features as inputs. 

The HMM state durations were extracted by a procedure 

based on forced alignment, as proposed by Merlin toolkit, 

while the acoustic features were extracted by the WORLD 

vocoder [16]. 

 Further training on adaptation datasets was carried out 

using the same values of the parameters, except for the 

learning rate, which was set to 0.003, i.e. to a value 3 times 

higher than in the training of the initial model. 

 The results of all experiments were evaluated objectively 

and subjectively. In the objective evaluation, the predicted 

features were compared with those extracted from the 

original recordings. The features used include mel-cepstral 

distance (MCD), band aperiodicity mean square error 

(BAP), root mean square error for F0 (F0 RMSE), 

correlation of F0 (F0 CORR), percentage of frames with 

incorrectly predicted voicing (VUV), as well as root mean 

square error and correlation for HMM state durations (DUR 

RMSE and DUR CORR). The objective measures were 

calculated on 15 randomly chosen sentences, not used 

during the training. Since objective evaluation of synthe-

sized speech is known to be unreliable, it is usually 

complemented by subjective listening tests. The subjective 

MOS test carried out within this research included 16 

amateur listeners, who were asked to grade the similarity of 

voices in pairs of utterances, using grades from 1 (different 

speakers) to 5 (identical speaker). In each pair, one of the 

sentences was the original recording while the other was 

synthesized either with acoustic features extracted from the 

original recordings (referred to as copy synthesis) or with 

acoustic features predicted by the neural network (referred 

to as synthesis). The 25 pairs of utterances, presented to the 

listeners in a random order, included the following: 

• 5 pairs comparing an original recording from the refe-

rence set with corresponding copy synthesis; 

• 5 pairs comparing an original recording from the refe-

rence set with synthesis by the model obtained by 

adaptation on the reference set; 

• 5 pairs comparing an original recording from the ama-

teur set with corresponding copy synthesis; 

• 5 pairs comparing an original recording from the 

amateur set with synthesis by the model obtained by 

adaptation on the amateur set, using the original 

prosodic annotation; 

• 5 pairs comparing an original recording from the 

amateur set with synthesis by the model obtained by 

adaptation on the amateur set, using manually corrected 

prosodic annotation. 

 The idea for the first set of experiments is to compare 

model adaptation when the target database is recorded in a 

professional studio by a professional speaker (reference 

adaptation dataset) with the case when the target database is 

recoded in a home environment by an amateur speaker 

(amateur adaptation set). For both datasets the same 

phonetic and prosodic annotation is used, the one made for 

and corresponding to the reference adaptation dataset. 

 The objective results (Table I) show that the adaptation 

 
Fig 1. Subjective grades – comparison of copy synthesis 

and synthesis for the reference dataset (S1) and the 

amateur dataset (S2) 

TABLE I 

COMPARISON OF OBJECTIVE MEASURES OBTAINED IN THE 

SYNTHESIS OF TEST SENTENCES FROM MODELS TRAINED 

ON REFERENCE AND AMATEUR DATASETS 

 Reference 

dataset 

Amateur 

dataset 

MCD (dB) 4.62 5.25 

BAP (dB) 0.26 0.30 

F0 RMSE (Hz) 18.72 29.21 

F0 CORR 0.80 0.45 

VUV (%) 4.04 7.39 

DUR RMSE 

(frame/phoneme) 
5.11 5.66 

DUR CORR 0.85 0.81 

 



 

with the amateur dataset achieved significantly inferior 

objective measures. This is especially visible in case of f0 

and can be attributed to the inconsistency of phonation and 

frequent vocal fry in the amateur adaptation set. 

 In the subjective test, listeners have graded the copy 

synthesis with the reference dataset with 4.75, while the 

copy synthesis with the amateur dataset obtained a much 

lower average grade of 3.20. Interestingly, in case of 

amateur adaptation set actual synthesis was graded better 

than copy synthesis. This somewhat surprising outcome may 

indicate that the quality of the amateur adaptation set was 

indeed so low that even the values of acoustic parameters 

robustly predicted by the neural network yielded a higher 

quality of synthesis than the acoustic parameters directly 

obtained from the adaptation set. In other words, the neural 

network, in terms of consistency of acoustic features, 

outperformed the speaker herself. On the other hand, the 

grades for actual synthesis for the two datasets obtained 

much closer grades. Regardless of the fact that the anno-

tation has been originally made for the reference dataset, 

and regardless of the difference in the quality of both 

speakers and databases, the average overall grades differ 

less than 0.5 in favor of the reference dataset.  

One additional experiment was carried out, in which the 

prosodic and phonetic annotation of the amateur dataset was 

done manually, i.e. the reference annotation was adjusted to 

the target speaker. Thereafter, training and the synthesis 

were repeated with thus corrected annotations, and com-

pared to the results obtained with the original ones. 

Interestingly, the objective results (Table II) show that there 

is no significant difference between the results of these two 

setups. The subjective test confirms this finding, even giving 

a slightly better grade to the experiment with the original 

annotation – 3.28 average grade for corrected, and 3.36 for 

original annotation. This should be attributed to a general 

high variability of grades between listeners, higher than any 

actual statistically significant difference in the quality. 

V. CONCLUSION 

In this paper a method for the fast creation of new TTS 

voice based on speech data recorded by amateur speakers 

has been presented. The method is based on the adaptation 

of a neural network previously trained on a large quantity of 

high-quality speech data. Results obtained by both objective 

and subjective evaluation show that the quality of a TTS 

voice obtained by adapting on amateur data is somewhat 

inferior, but still comparable to the quality of a TTS voice 

obtained by adapting on the same amount of data recorded 

by a professional voice talent in a studio environment.  

Our further research will include a more systematic 

evaluation of a greater number of TTS voices. Furthermore, 

due to the fact that the lack of prosodic annotation for each 

amateur dataset is bypassed by prosody copying, another 

research direction concerns the introduction of an objective 

measure of the similarity between the prosodic features of 

the recorded utterance and the original one. Introducing such 

a measure in the recording procedure for amateur speakers is 

expected to increase the compatibility of obtained speech 

data with the existing prosodic annotation and ultimately 

result in a better quality of synthesis.  
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